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Real-world data are complex Systemx

m Heterogenous, Multimodal, High-Dimensional, Unlabeled, Possibly Massive ...
m Need for adapted analysis tools

Transport : Railway switch curves diagnostic Predictive Maintenance Health : Medical images

“Time (Socond)

Acoustics : scene listening (marine, terrestrial)
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Scientific Challenges Systemx
m Establish well-principled (with statistical guarantees) predictions in
heterogeneous and high-dimensional situations,

m Construct efficient algorithms that operate in unsupervised way and provide
interpretable solutions with computational guarantees.

Modeling framework

< Latent variable models : f(z|0) = [_ f(x,2]0)dz

— Learning, representation and model selection in high-dimension

Scientific Challenges
Latent Variable Models
m Mixture models
m Mixtures of Experts Models
High-Dimensional Learning
m Learning with high-dimensional predictors
m Learning with functional predictors
m Distributed mixture distributions
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Heterogeneous regression-type data System>

Mixtures-of-Experts as good candidates to model a response Y given predictor.s X

governed by a hidden structure accounting for heterogeneity
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Model estimation and selection System>

(a) Raw Ethanol data set Collection of MoE models with linear mean functions characterized by 2-5 clusters
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(b) Our best data-driven MoE model
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Approximation capabilities of finite mixture distributions qutéfﬁ;‘”

Density approximation in Unsupervised Learning
m Data : observations {x;} from X € X C R? of density (multimodal) f € F
m Objective : approximate the density f (and represent the data, e.g. clustering)

m Solution : Approximate f within the class H? = | oy« Hic of finite
location-scale mixture h%. (of K-components) of density ¢ (e.g., Gaussian), where

K K
1 T — Ui
'H%:{ h}’}(:l?) = E kadlp(T:) , Lk GRd,O'k €R+,7Tk>0Vk€[K], E T =1
k=1 k k=1

Theorem : Universal approximation of finite location-scale mixtures
(a) Given any p.d.f f, € C and a compact set X C R?, there exists a sequence
(h%) C H?, such that img e SUp,cx | f(x) — hi (x)] = 0.
(b) For p € [1,00), if f € L, (Lebesgue p.d.f) and ¢ € L (essentially bounded
p.d.f), there exists a sequence (h%,) C H?, such that limg o ||f — hf}”Lp =0.

[J. Communications in Statistics - Theory and Methods, 2022] [PhD, TT Nguyen 2021]
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Learning with mixtures-of-experts (ME) Systemx
m Context : n observations {x;,y;} from a pair (X,Y’) € X x Y with unknown conditional
pdffeF={f:XxY =Ryl [, f(ylz)dr(y) =1,Ve c X}
m High-dimensional setting : X C R?, Y C RY, with d, ¢ > n and heterogeneous.
m Objectives : Regression; Clustering; Model selection

m Solution : Approximate f within the class of mixtures-of-experts :

Let ¢ be a p.d.f (compactly supported on Y C R?), we define the functional classes :
m Location-scale family : £, = {qbq(y; n,0) = Jiqgo (%) iweY, o€ R+}.

m Mixture of location-scale experts with softmax activation network : SGaME :

HE ={ h% (ylz) : ng @) g (Ui 1k, 0k) | Dg € Ep N Loos g (57) € {softmaX}}
k=1

Theorem : Approximation capabilities of isotropic mixtures-of-experts SGaME

(a) Forpe[l,00), f € FpNC, ¢ € FNC, X =[0,1]¢, there exists a sequence (h%,) C HE
such that limg o || f — hﬁ”t =0.

(b) For fe FNC, if o€ FNC, d=1, there exists a sequence (h%.) C HZ such that
limg 0o hK = f almost uniformly.

[PhD TT. Nguyen, 2021] [Journal of Stat. Distributions and Applicat., 2021] [Neurocomputing, 2019] [WIREs DMKD 2018]
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Principled robustness in learning with MoE Systemx

Principled robustness in regression and clustering
m Questionings : Prediction (non-linear regr., classification) & clustering in presence
of Outliers, with potentially skewed, heavy-tailed distributions

m Answering : Robust MoE that accommodate asymmetry, heavy tails, and outliers

K
mylr,@;0) = Y gulria)  ST(y;pu(@; Br), ok, A, 1)
k=1 Softmax Gating Network Skew-t Expert Network

kth expert : has a skew ¢ distribution [Azzalini and Capitanio 2003]

e— - P ontennton

T = [0.4,0.6], pp = [—1,2]; o = [1,1]; v = [3,7]; A\ = [14, —12];
Flexible and robust generalization of the standard MoE models

For {vx} — 0o, STMoE reduces to SNMoE ; For {\z} — 0, STMoE reduces to TMoE.
For {vix} — oo and {Ax} — 0, StMoE approaches the NMoE.
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Robust learning with mixtures-of-experts models qutéﬁ-x

NMoE

© Cluster 1
o Cluster2

— Expert mean 1

3.5 —— Expert mean 2

1.5 ——True mean (NMoE)
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Open-Source Toolkit qute’r’ﬁ;?
Learning via the EM algorithm

SaMUraiS : open source software for statistical time-series analysis

SaMUraiS : StAtistical Models for the UnsupeRvised segmentAtlon of time-Series

Available algorithms and Packages

RHLP : Regression with Hidden Logistic Process
HMMR : Hidden Markov Model Regression

PWR : Piece-Wise Regression

MRHLP : Multivariate RHLP

MHMMR : Multivariate HMMR

MPWR : Multivariate PWR

Include estimation, segmentation, approximation, model selection, and sampling

FAicEL CHAMROUKHI Kog University, KUIS Al Center - Istanbul, May 09, 2024


https://github.com/fchamroukhi/SaMUraiS
https://github.com/fchamroukhi/SaMUraiS
https://github.com/fchamroukhi?&tab=repositories&q=time-series&type=public&language=matlab
https://github.com/fchamroukhi/RHLP
https://github.com/fchamroukhi/RHLP_m
https://github.com/fchamroukhi/HMMR
https://github.com/fchamroukhi/HMMR_m
https://github.com/fchamroukhi/PWR
https://github.com/fchamroukhi/PWR_m
https://github.com/fchamroukhi/MRHLP
https://github.com/fchamroukhi/MRHLP_m
https://github.com/fchamroukhi/HMMR
https://github.com/fchamroukhi/MHMMR_m
https://github.com/fchamroukhi/MPWR_r
https://github.com/fchamroukhi/MPWR_m

Open-Source Toolkit

MEteorits : open-source soft. Robust learning with mixtures-of-experts models

MEteorits : Mixtures-of-ExperTs modEling for cOmplex and non-noRmal dIsTributionS

qute’r’f&?

Available algorithms and Packages

NMoE : Normal Mixture-of-Experts aEm
SNMoE : Skew-Normal Mixture-of-Experts aEm
tMoE : Robust MoE using the t-distribution (S
StMoE : Skew-t Mixture-of-Experts aEmy

- Meteorits include sampling, fitting, prediction, clustering with each MoE model
- Non-normal mixtures (and MoE) is a very recent topic in the field
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Dual-energy computed tomography (DECT) image Clustering Systemx

m Learning from Multimodal information in Healthcare/Radiology
m Cancer detection in Rad|o|ogy : DECT ClUStering [Diagnostics (Al in medicine), 2022]
Spatial mixture of functional regressions for dual-energy CT images

K .
m(ylx,v;0) =Y, cn(via) fr(ylx; 0r) where oy (v;a) = %

(a) Original slice (b) Dice=0.84, DB=1.64/6.92

DECT multimodal Data : 3D voxels & energy levelsExpert Annotation Automatic Annotation
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Learning with high-dimensional predictors System>

Questioning : Prediction (non-linear regr., classification) & clustering in presence of
[1.] High-dimensional predictors : X; € R with p > n
[2.] Functional predictors : X;(t), t € T C R {eg. continuously recorded variables}

< Look for parsimonious and interpretable methods

[1.] HDME : High-Dimensional Mixtures-of-Experts
= Learning : PMLE 8, € arg maxg > log h% (yi|zi; @) — pen(0)

K K-1
m < LASSO penalty : Pen,(0) = Z e |18k |1 +Z Ve[| wie|1
[E=il =1l
Experts Net. Gating Net.

<> encourages sparse solutions & performs estimation and feature selection

— computationally attractive iAvoid matrix inversion ; univariate updates)

[PhD] Bao Tuyen Huynh. Estimation and Feature Selection in High-Dimensional Mixtures-of-Experts Modesls . PhD Thesis,
Normandie Université, 2019

[J] Chamroukhi &Huynh. Regularized Maximum Likelihood Estimation and Feature Selection in Mixtures-of-Experts Models.
Journal de la Société Francaise de Statistique, Vol. 160(1), pp :57-85, 2019

[J] Huynh & C. Estimation and Feature Selection in Mixtures of Generalized Linear Experts Models. arXiv :1810.12161, 2019
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https://github.com/fchamroukhi/HDME

Measuring uncertainty in high-dimensional learning quté‘rﬁ;

Questioning : Prediction (non-linear regr., classification) & clustering in presence of
High-dimensional predictors : Data Dy, = (X, Y;)?_; where X; € RP with p>>n
HDME : High-Dimensional MoE : PMLE 6, € arg maxg -7 ; log h% (y;|®:; 8) — pen()
Theorem : Non-asymptotic oracle inequality for collection of MoE models
Result : 3 constants C et k (p,C1) > 0 (C1 > 1) s.that whenever for m € M,
pen(m) > « (p,C1) [(C + Inn) dim (Hm ) + zm] , the estimator PMLE h satisfies

,C1) C 7
+f<(p 1) 1£+n+n
n n

®n T : . ®n pen(m)
E [JKLE™ (£,m)] < €1 _int (hmlél%m KLE™ (£, ) + 22

m A non-asymptotic result. If pen(m) is well chosen, then our PMLE behaves in a
comparable manner compared to the best (oracle) model H,+ in the collection,

minimizing the risk : infy, e aq (infhmEHm KL®® (f, hm) + W) (f is unknown).

g
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Functional Data Analysis (Open-Source Toolkit) Sl{Sféff;"‘”

FLaMingoS : open source software for learning from functions

FLaMingoS : Functional Latent datA Models for clusterING heterogeneOus time-Series

Available algorithms and Packages

mixRHLP : Mixture of Regressions with HLPs a
mixHMM : Mixture of Hidden Markov Models (HMMs) @I
mixHMMR : Mixture of HMM Regressions a
@
@

PWRM : Piece-Wise Regression Mixture

uReMix : Unsupervised Regression Mixtures

— A flexible full generative modeling for FDA
— Could be extended to the multivariate case without a major effort
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[2.] Learning with functional predictors Sl{Sféﬁ;"‘“
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FIGURE — n = 35 daily mean temperature measurement curves (X;'s) in different stations (Left)
and the log of precipitation values (Y;'s) visualized with the climate regions (Z;'s) (Right).

m Relate functional predictors {X(t) € R;t € T C R} to a scalar response Y € ) C R

m Regression and classification of heterogeneous responses given functional predictors

(1) generative functional modeling, sparsity and feature selection (high-dimension)

(2) User guideline : keep an interpretable fit

[2.] Functional Mixtures-of-Experts (and Different Learning strategies, in particular)

B Y = 8., 0 +[;Xi(t)Bz, (t)dt + & avec ho(X;()) = az;0 + [ Xi(t)az, (t)dt
m Lasso-type Regularized MLE w.r.t the derivatives of the a(:) and 3(:) functions

Chamroukhi, Pham, Hoang, McLachlan. Functional Mixtures-of-Experts. Statistics and Computing Springer., Vol. 34 (98), 2024
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https://link.springer.com/article/10.1007/s11222-023-10379-0

Interpretable learning with time-series inputs System>

Mixture-of-Experts Architecture

functional input

Interpretable fits
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categorical output, G=3

Y; = Bz;,0 +/7Xi(8)B2,; (t)dt + &4 with b2 (X;) = 0z, 0 + [7 Xi(B)az, (B)dt | ™ oo m e
l1-Regularized MLE w.r.t the derivatives of the c(-) and 3(-) functions

< produces a meaningful sparse estimates for ,821. (t) curves : °
ng)(t) = 0 implies that X (¢) has no effect on Y at t .

(1) _ f o0

Bz,;” (t) = 0 means that 3, (t) is constant at ¢, )

,Bg?)(t) = 1 shows that 3, (¢) is a linear function of ¢, etc.

[PhD TN. Pham, 2022] [Functional Mixtures-of-Experts. Statistics and Computing Springer., Vol. 34 (98), 2024]
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https://link.springer.com/article/10.1007/s11222-023-10379-0

Interpretable learning with time-series inputs

Mixture-of-Experts Architecture -

functional input
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No regularization

Temperature curves clusters, FME model, K=4

qutéfﬁxh?

LASSO regularization

‘Temperature curves clusters, FME-Lasso model, K=d.
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[PhD TN. Pham, 2022]
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Interpretable learning with time-series inputs

Mixture-of-Experts Architecture
unctionalinput
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categorical ouput, G=3

produces a meaningful sparse estimates for ﬁzi (t) curves :
g?)(t) = 0 implies that X (¢) has no effect on Y at t
Bgi)(t) = 0 means that B, (t) is constant at ¢,

Bg?) (t) = 1 shows that B, (t) is a linear function of ¢,
et
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Federated Learning sqste‘,’};'x”
Aggregating distributed mixtures-of-experts models (MoE)

m collaborative MoE for distributed (eg. large-scale data) or federated learning

iy gi(@;&Y), as(y;z‘ﬁi‘),ﬁ,’“’) [

node 1, 7,

Ay gxl@a"), oz B |

9@ &), (y;e" B, 5?)
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| A i@ @), o(y;a" B, 53 l

K components

node M, 2y

My gic(a; @), dz(y:mTﬁﬁe‘"ﬁi("”)l -

MK components

m Local estimators : f,, = f(:|x, §m) Zk 1 9k(x, a"™)o(x ﬁ(m) Az(m)),
m weighted average : f = f(y|x;0) = Zi‘:zl A fm Where \,,, = T’“ the sample
proportion. f is good but relates M K components so not our direct target.

< Reduced estimator : f = arginf p (hK, Zm 1 mfm) : we seek for a
hgeMg

K-component ME h that is closest to the M K-component ME f = Zle Amfm
w.r.t a transportation divergence p(-,-), e.g. KL.

{PhD, Pham. 2022} [Distributed Learning of Mixtures of Experts. arxiv 2312.09877, 2024]
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https://arxiv.org/abs/2312.09877
https://github.com/nhat-thien/Distributed-Mixture-Of-Experts

Federated Learning Systemx

Numerical results in Distributed clustering and Prediction
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{PhD, Pham. 2022} [Distributed Learning of Mixtures of Experts. arxiv 2312.09877, 2024] [Under revision at IEEE TNNLS]
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ngtféﬁj;v Hybrid modeling: combining Machine Learning and Physics
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Hybrid modeling: combining ML and Physics

=» Enables prior scientific knowledge based on physics to be taken into account in data-driven machine
learning methods: e.g approcahes include PINNs - Physics-Informed Neural Nets (Raissi’s paper in 2019)

=» Has been successfully and increasingly applied to solve a wide variety of linear and nonlinear problems
in physics, covering various fields like mechanics, fluid dynamics, thermodynamics, electromagnetism ...

In engineering, it allows
=» the integration of analytical knowledge from physical laws governing the studied engineering systems

* to augment th statistical knowledge learned from observed/measured data (eg. Information extracted
by deep learning from data)

» for reducing the high cost of physical simulation, in particular in the industrial sector

Raissi, M et al. (2019) Physics-Informed Neural Networks: A Deep Learning Framework for Solving Forward and Inverse Problems Involving Nonlinear Partial Differential Equations. Journal of Computational Physics. 378. Online

Cuomo, S, et al., (2022). Scientific machine learning through physics—informed neural networks: Where we are and what’s next. Journal of Scientific Computing, 92(3), 88. Read Online 5


https://www.sciencedirect.com/science/article/abs/pii/S0021999118307125
https://link.springer.com/article/10.1007/s10915-022-01939-z

Some physical problems in Industry

* Related to the desing and supervision of complex (physical) systems
» Covering various fields in physics (mechanics, fluid dynamics, aerodynamics, electromagnetism ...)

* In a wide variety of Applications in industry, in particular in numerical simulation

Electricity (power grids) Aerodynamics Solid Mechanics pneumatics Fluid Flows/Dynamics
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5 Airbus A340

from Emmanuel Menier (PhD, LSIN/SystemX, 2024)

Picture from Marot, A., et al. (2018). Guided machine learning for

power grid segmentation. In 2018 IEEE PES Innovative Smart

Y/ From the internet
Grid Technologies Conference Europe (ISGT-Europe) (pp. 1-6). Merino-Martinez et al. CEAS Aeronautical Journal (2019)

Domain Challenges : Physical systems that are Scientific Challenges
- Complex to model/solve analytically * Problems highly-nonlinear, high-dimensional, with complex structures
- Compuationally expensive to solve numerically (eg. organized in graphs...)

eg. , Computational Fluid Dynamics — CFD, Turbulance, Flows * Need for adapted NN architectures: Graph NNets, Deep AE .. ;



Hybrid ML modeling for solving Partial Differential Equations
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Al solver Differential equation

A neural framework for solving PDEs, where

the Al solver is a PINN trained to estimate target function f.
The derivative of x is calculated by automatically differentiating the NN’s outputs.

When the differential equation D(f;n) is unknown, it can be estimated by solving a loss that
optimizes both the functional form of the equation and its fit to observations y.

Wang & al. (2023). Scientific discovery in the age of artificial intelligence. Nature, 620. Read Online

- Eg. Learning Computational Fluid
Dynamics

- Navier-Stokes Equations:
fundamental partial differentials
equations (PDE) that describe the
flow of incompressible fluids.

C.L. M. H. Navier, Memoire sur les Lois du Mouvements des Fluides, Mem. de
I’Acad. d. Sci.,6, 398 (1822)

C.G. Stokes, On the Theories of the Internal Friction of Fluids in Motion, Trans.
Cambridge Phys. Soc., 8, (1845)

- Challenge: High-Dimensional
non-linear Physical Equations

Simulation from Emmanuel Menier


https://www.cs.cornell.edu/gomes/pdf/2023_wang_nature_aisci.pdf

Deep NNets for Unsupervised representation Learning

Latent Variable Models: A family of probabilistic models capable of inferring
the intrinsic latent structure (of reduced dimension) to the data

* Auto-Encoders - AE (LeCun 1987): The encoder projects the input X
(of high-dimension dimension) in a compressed latent representation

Z: Variables latentes X: Observations

Z (the code) to reconstruct it using the decoder with outpu X de dimension réduite de grande dimension
« = Learning by minimizing the reconstruction error between X and X. A
The smaller the error, the better the compressed representation Z. X z A
—> Encoder —>E—> Decoder —>
(i);li)ginal F.{econstructed
» Variational Auto-encoders - VAE (Kingma & Welling 2014) improve the ol SRt
representational capabilities of AEs by regularizing the latent space witha e — —
: input space tent space
Gaussian priori, coupled with a variational learning g‘s;@‘x/”_“\r .
_ : : §
e =>can learn complex distributions. s
3/"—'\«\.X 4 ’.
y .
* Deep NNets are excellent candidates AL T




Deep NNets for Unsupervised representation Learning

* Nnets with a hidden layer are universal approximators

* Nnets are capable to recover highly non-linear relationships in the data

* Adapted architectures that work in a low-dimensional (latent) space

Shallow / Linear

PCA/POD

N

QA

Encoder Decoder

I\ ‘\\\
W7
iRl

</

ORI
A7

RetainM <D %/

eigenvectors X % X
Input Output
POD: proper orthogonal decomposition

PCA: principal component analysis

-

N7

e 4
%

/4/1 K 3\\§.4I
N
0

Su,- =/\,-u,- %Ii

Deep / Non-Linear
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Auto-Encoding Deep Nets

Brunton, S. L., Noack, B. R., & Koumoutsakos, P. (2020). Machine learning for fluid mechanics. Annual review of fluid mechanics, 52, 477-508. Read Online 9



https://www.annualreviews.org/doi/abs/10.1146/annurev-fluid-010719-060214

qu,t'é'r'ﬁ;‘ The Research Program IA2: Al and Augmented Engineering

BN OF I
AT

How industrial solvers and learned models can enrich each other ?

@ elligence HSA: Simulation/machine learning hybrid modeling 01

AFS: Agility and fidelity of simulations
/\ - a ofa a f . - . . . . . 02 Ei
S o How to imporve agility and fidelity of simulation in complex -
1N Augmenteo sinee 0 3 systems design?
i®)
» 2 o -
NrOg 8 © S2l: Industrial infrastructure supervision
C C J
‘o 'S How to improve decision-making on distubuted industrial g
R&D collabora P a ~ systems via machine learning techniques ?
DIOJE J c( a 8
C QO O : : :
g T SAA: Augmented multi-agent simulation
2 . . C > 8 How can multi-agent models benefit from real data and bring 04 :
N CASE -g o out atypical situations?
S~
w . . . o
B SMD: Business Semantics for Multi-source Data Mining
@
Area prid A E How to link heterogeneous data with established practical 05 O
= knowledge?
CAB: Cockpit and Bidirectional Assistant
How to develop a virtual assistant that learns from expert and 06 !

learns the expert


https://www.irt-systemx.fr/programmes-de-recherche/ia2

HSA Project : Simulation/machine learning hybrid modeling

Challenges and possible solutions (studied as part of the HSA project):
=  Augmenting physical solvers with data-driven models that integrate physics constraints

n Building model architecture adapted to the complex physical structures/systems POD
. . . 4 S '
=  Reducing the simulation cost P
Memory
. . . . . . . . S (e
=» Hybrid Machine Learninrg as surrogate models for physical simulation, aiming to e
. . Time Convolution
Replace physical solvers with
=» Deep learning intergrating physical constraints (eg. Deep Graph Nets for PDEs) High-Dimensional non-linear Physical Equations
=» Deal with high-dimensional, non-linear, and complex structurs (e.g reduced modeling, ..)
E. Different FEM . Ground Truth
« E—= Physical Parameters fess Mesh Data
Y =
) ) DATA GENERATION
MICHELIN Errors
@ > DLModel — > Predictions
Airliquide AI R BUS .
I Optimizing Reduced models and deep learning for PDEs
PhD Thesis of E. Menier, 2024 (LISN, Inria/SystemX)
Deep Graph Neural Networks for Numerical Simulation of PDEs. PhD of W. Liu. 2023 (LISN, Inria/SystemX). Read Online E. Menier et al., 2023. CD-ROM: Complementary Deep-Reduced Order

Model. Computer Methods in Applied Mechanics and Engineering 410. Read Online

https://www.irt-systemx.fr/projets/HSA/ 11


https://theses.hal.science/tel-04156859/
https://arxiv.org/pdf/2202.10746.pdf

Project HSA : simulation and deep learning of graphs

Target Mesh Output

s (%)
o =

Graph Neural Nets for 3D meshes

More suitable, as they operate by construction on graphs
* Generic nature of the learned models

* Transfer learning for improved results

* Prediction can be improved via transfer learning:

from low fidelity (coarse mesh) to high fidelity (finer

mesh) models
Physical X |

o b
Quantities Up-Sample
Pre-trained

Model f,

PhD theis of W. Liu, 2023 (LISN, Inria/SystemX) e o i e pedetr 12

Wheel contact profile Prediction of the airflow profile around
an aircraft wing (Air Foil)

Transfer
Model f¢

Physics: contact
equations Physics: Navier-Stokes equations

Ground Truth Graph U-Net Absolute Error
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Squem" Dynamics: Hybrid ML for HD dynamical physical systems

Interpretable learning of effective dynamics (ILED) architecture:

E %20 D

The high-dimensional system

High-Dimensional non-linear Dymical

Systems: Zr D Q
=
G . d ' t—s)A,
oals: —2=[A 2H|¥0, |2 et W, ,(z) ds|| @
Recover the dynamics, non-linearity in a - °
. . . . . g €]
high-dimensitonal setting FAo Hon=lneas
Zn D &

The lower-dimensional representation (z) is
propagated in time using a linear and a non-
linear part based on the Mori-Zwanzig formalism

The decoder D reconstructs
the high-dimensional systems.

Menier, E., et al. (2023). Interpretable learning of effective dynamics for multiscale systems. arXiv preprint arXiv:2309.05812. Read Online 13
PhD Thesis of E. Menier, 2024 (LISN, Inria/SystemX), 2024


https://arxiv.org/abs/2309.05812

LIPS: Platform of validation of hybrid Al models

* LIPS : Learning Industrial Physical Simulation * Open-source Framework https://github.com/IRT-SystemX/LIPS

benchmark suite (Result of the project HSA-IA2) Published at NeurlPS2022
* Evaluation of physical simulator augmented by ¢  1st framework for evaluating augmented physical simulators

machine learning e 7 use cases integrated

Data & Benchmark & Evaluation D
~=) Compute evaluation criteria
~= Generate/Collect dataset ~=p Select scenario and dataset ~=p Select models .
- !' A Z.l. !‘?
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[ IEEE14 (Train,Test) || Rolling dataset | =G g' * MAPESO, MAE S MAENSE .
+ Physics metrics * Physics metrics

* Inference time
* Scalability

ML-related Physics
Power Grid Pneumatic Performance Compliance S
use case use case @ I\w @\\ E\o %) ~=p Synthetic visualization
- 3 \t ___ MNumerical tables

Precision Convergencer 1Constraints Laws T P
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X i LeapNet GNN + Ind. readiness + Ind. readiness
o o + Inference time
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https://github.com/IRT-SystemX/LIPS
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LIPS hosts the two following competitions:

https://www.codabench.org/competitions/1534/ (Closed)

Competitions on Codabench/codalab

https://www.codabench.org/competitions/2378/ Running!

£

mPHYSIM -

Get Started

About

Get Started

Dataset

SDK & GPU ressources
Evaluation

Prizes

Organizers

Terms

Files

MACHINE LEARNING FOR
PHYSICAL SIMULATION
CHALLENGE

E: €7000 to be shared by the 5 winners (see prizes page)

ORGANIZED BY: Systemx

CURRENT PHASE ENDS: Never ‘

CURRENT SERVER TIME: 8 Mai 2024 A 08:00 UTC+2
Docker image: lipsbenchmark/ml4physim:1.4 [l

Dec 2023 Jan 2024 Feb 2024 Mar 2024

Phases My Submissions Results Forum

New ML4PhySim challenge : The powergrid usecase

Competition Overview

This competition aims at promoting the use of ML based surrogate models to solve physical problems, through a task
addressing a recently published dataset called AirfRANS related to airfoil design (CFD simulation).

The competition will address the challenge of improving baseline solutions of the Airfoils design use case by building ML-

based surrogate models. The overall aim is to improve the tradeoff between the precision of obtained solutions and the
related computational cost.

Criteria category
ML-related (40%) ication-based context (30%) Physics (30%) _Score (100%)
Baseline Accuracy ___ Speed-up 0D Accuracy Speed-up Domain faws
U Uy P Ut Dy U Uy p Ve ps Co CL pD pL. Co CLpppr
= | GraphSAGE [ @ @ @ @ © 1000 000000000 1010 0000 55.87
& FC 0000@® 300 (o X @ 130 @000 44.57
= | OpenFOAM | O @ @ @ @ 1 Q00000000 1 0000 825

Get Started

About

Starting kit

Evaluation

Prizes

SDK & GPU ressources

Organizers

Terms

Files

MACHINE LEARNING FOR
PHYSICAL SIMULATION
CHALLENGE - POWERGRID
USE CASE

PARTICIPANTS

SUBMISSIONS

ORGANIZED BY: Systemx .
CURRENT PHASE ENDS: 14 Mai 2024 A 02:00 UTC+2

CURRENT SERVER TIME: 8 Mai 2024 A 08:04 UTC+2
Docker image: codalab/codalab-legacy:py37 [l

May 2024 Jun 2024 Jul 2024

T ?

Phases My Submissions Results Forum °
Prizes

General prizes:

. ‘é 1st Prize : 3000 €
. 2nd Prize : 2000 €
« @ 3rd Prize: 1000 €

Special prizes:

« Most accurate ML model (without speedup consideration) : 1000 €
+ Best student solution: 1000 €

The general and special prizes are not cumulative. Winning one of the general prizes hinder the access to special prizes.

15


https://www.codabench.org/competitions/1534/
https://www.codabench.org/competitions/2378/

qu,tfe",'r'ﬁ;i? Project SMD : Integrating Expert/Business semantics in ML
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https://www.irt-systemx.fr/projets/SMD/

Framework:
Building ML-based on knowledge graphs
from expert/business language data

Entity —
Relation
Extraction

Parsing
(chunk)

Graph Data Database
generation modeling requests

Formating

Approach Ontology

= |nformation extraction from heterogeneous structured Graph
. Exploration
and semi-structured text corpora...:

= NLP approach; Semantic annotation Neuro-symbolic pipeline

= Taking into account domain rules/constraints in the

numerical-Al based decision
)
Populates
Intelligence
@ artificielle Ontology
et ingénierie
augmentée

SMD Project Systemx ~ @AIRBUS ?

CentraleSupélec

16



Project SMD : Integrating Expert/Business semantics in ML

Extraction Konwldge Quality evaluation
Construction
S
w— E—
G Extraction

construction .
evaluation

Entity

j — P—
J Semi structured data Ontoiogy
W Construction

extraction
evaluation

enrichment
Structured data Linking

evaluation

—°| Data augmentation

: § Ay Comtmy | Cwny Doy | T | Adtsery m
==+ Data Annotation . Common evaluation environment

argér;)axP(le) => Insertion of logical rules at the inference step :

P(-|X) > Y e Recalculer P(y|X, a) in lieu of the learnt P(y|X)
* ais arule encoding the validity of the predictiony

b
5

MODEL

Ontologies and (machine/transfer) learning for multimedia document analysis. PhD thesis of A. Ledaguenel (in progress, MICS/SystemX) 17



Human - Al Interaction: CAB Project (Bi-directional assistant)

Objectives and challenges

= Design and implement a Bidirectional Assistant to support operators in network supervision and
aircraft piloting activities
= Bidirectional assistant: The assistant can learn from and to (inform) the operator

=  Platform: https://github.com/IRT-SystemX/InteractiveAl ﬁAB platform \

6ecommandation service — Al agent

JSON

ARk W) @
orange”
t
FLYING “EZL‘eﬁﬁ’ Context data | ‘ RL/DL/ML | ‘ Optim/Rule

WHALES Simulator preprocessing model based

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

a

\ ———pecision module

(((

Action (+ @ Action _
- o : CAB Assistant
Project 1A% CAB interaction) Qi

Project CAB Operator
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https://github.com/IRT-SystemX/InteractiveAI

Challenges and industrial applications in Trustworthy Al:

Systemx :
Confiance.Al programme

A French unigue community to design and industrialise trustworthy Al-based critical systems

Multi-technology, multi-domain, multi-engineering

AIRBUS Data driven Al

Sl 2 Knowledge
A g
O AirLiquide based Al Distributed &

AtoS Embedded Al

Al Scope
NAVAL

GROUP Y
é

Hybrid Al

N U
RENAULT Data Eng. % HumanFactors
N Algorithm Eng.

Knowledge Eng. System Eng. Safety/Security Eng.
ineering

S SAFRAN
sopra S steria

Others
Defense Manufacturing

THALES

Building a future we can all trust

Automotive
Health

Va’eo Aeronautics Energy Railway...
Ng—— Industrial Domains



https://www.confiance.ai/wp-content/uploads/2022/10/LivreBlanc-Confiance.ai-Octobre2022.pdf

* e
"

Sustemx | Key figures

EEEE

Duration

FTP involved
over 4 years

Large industrial
groups

Research centers

Sites: Paris-Saclay
and Toulouse

Thematic projects

Associate partners
(laboratories, SMls, startups)

20



Scientific challenges of confiance.ai

*  confiance.ai: methods and tools for trusted Al.

. High expectations for industry

. In parallel of development of tool chain, many scientific challenges remain:
* 3 groups of scientific challenges to cover all aspects of trust

1) Trust and learning data

2) Trust and human interaction

3) Trust and Al-based system engineering

. Organization in 7 projects:
»  ECI1: Integration & use cases
»  EC2: Process, methodology and guidelines
»  EC3: Characterization & qualification of trustworthy Al
»  ECA4: Design for Trustworthy Al
»  EC5: Data, information and knowledge engineering for trusted Al
»  EC6: IVV&Q strategy toward homologation / certification
»  EC7: Target Embedded Al

21



PhD theses within confiance.ai

Ongoing PhD theses within confiance.ai about:
* PhD Theis of Adrien Le Coz: Data coverage and operational domain design ODD (Computer Vision)
* PhD Thesis of Paul La Barbarie: Robustness to ‘patch’ adversarial attacks (Computer Vision)
* PhD Thesis of Lucas Schott: Reinforcement learning and human in the loop
* PhD Thesis of Gayane Taturyan: Statistical control of Fairness/Bias in Machine Learning (Stat)
* PhD Theis of Houssem Ouertatani : Optimized hardware deployment (Neural Architecture Search)

* PhD Thesis of Abdelmouaiz Tebjou: Conformal prediction (deployed) Al algorithms monitoring

22



Other topics

= Generative Al (Evaluation, Benchmarking, Multimodalities..)

= Hybrid Al (GenAl, Augmentation, Trust, UQ,..)

= Trustworthy Al (Hybrid Al, Implementation of the Al act, LLMs ...)

= Federating Learning ...

23



Horizon

N s, Europe Some Perspectives

THE NEXT EU RESEARCH & INNOVATION
PROGRAMME (2021 -2027)

'{]
HORIZON-CL4-2024-HUMAN-03-01: Advancing Large Al Models: Integration of New Data Modalities and

Expansion of Capabilities (Al, Data and Robotics Partnership) (RIA)

Expected Outcome: Projects are expected to contribute to one or more of the following outcomes:

 Enhanced applicability of large Al systems to new domains through the integration of innovative data
modalities, such as sensor measurements (e.g. in robotics, loT) or remote sensing (e.g. earth
observation), as input.

* Improvement of current multimodal large Al systems capabilities and expansion of the number of data
modalities jointly handed by one Al system, leading to broader application potential and improved Al

performance.

Scope: Large artificial intelligence (Al) models refer to a new generation of general-purpose Al models (i.e.,
generative Al) capable of adapting to diverse domains and tasks without significant modification. Notable
examples, such as OpenAl's GPT-4V and META’s Llama 2 or DinoV2, have demonstrated a wide and growing

2
variety of capabilities. 24



Horizon

K%, Europe Some Perspectives

THE NEXT EU RESEARCH & INNOVATION
PROGRAMME (2021 -2027)

'{]
HORIZON-CL4-2024-HUMAN-03-02: Explainable and Robust Al (Al Data and Robotics Partnership) (RIA)

Expected Outcome: Projects are expected to contribute to one of the following outcomes:

 Enhanced robustness, performance and reliability of Al systems, including generative Al models, with
awareness of the limits of operational robustness of the system.

* Improved explainability and accountability, transparency and autonomy of Al systems, including
generative Al models, along with an awareness of the working conditions of the system.

Scope: Trustworthy Al solutions, need to be robust, safe and reliable when operating in real-world
conditions, and need to be able to provide adequate, meaningful and complete explanations when
relevant, or insights into causality, account for concerns about fairness, be robust when dealing with such
issues in real world conditions, while aligned with rights and obligations around the use of Al systems in
Europe. Advances across these areas can help create human-centric Al, which reflects the needs and

2
values of European citizens and contribute to an effective governance of Al technologies .

25
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S —
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